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Abstract 

 

 

 

 

The aim of our paper is to provide an answer to the questions if and why social 

differences in health and mortality decrease with age. Most research confirms this 

decrease but the reasons for it and the role of unobserved heterogeneity are unknown. 

The data used for our analysis come from the US Health and Retirement Study (n=9376) 

and from the Danish Demographic Database (Denmark’s population above age 58). 

They offer detailed information about SES and health information. The technique of 

event-history-analysis is used, and frailty models address mortality selection. A new 

method is developed to consider systematic difference in the change of average frailty 

over age between social groups. SES differentials in mortality converge with age in 

Denmark but not in the US. In both countries, they converge strongly with decreasing 

health. When controlled for health, the differences are stable across age in both 

countries. This means that worsening health levels social mortality differences and not 

increasing age. Controlling for mortality selection removes the converging pattern over 

age. 
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1. Introduction 

 

The impact of the socioeconomic status (SES) on health and mortality has been 

observed many times in mortality research. Poor groups of people have generally two to 

three times higher death rates than rich ones (Auerbach and Krimgold 2001:31). The 

difference in life expectancy for Dutch men between the highest and lowest educational 

group is 4 years (Stronks 1997:3). In the 1980s, white men in the USA with a family 

income lower than $10.000 had a life expectancy 6.6 years lower than those with an 

income higher than $25.000 (Smith 1999:147). Within-country differences are at times 

much higher than international differences, e.g. the male mortality rate of those aged 

under 65 is higher in Harlem, New York, than it is in Bangladesh (McCord and Freeman 

1990).  

In spite of overall decreasing mortality levels, economic growth, and improvements in 

medicine, mortality differentials between income groups and educational groups 

increased at ages 25 to 64 between 1960 and 1986 in the USA (Pappas et al. 1993:103). 

In the 1980s, this was also the case for all countries for which data are available 

(Valkonen 2001:8826). 

Increasing differences here means increasing relative differences. Absolute differences, 

by contrast, may have decreased because of the overall declining level of mortality. 

However, results for the USA indicate that lower class mortality did not decline at all, 

which means that even absolute differences have increased (Auerbach and Krimgold 

2001). 

There is an ongoing debate about the causality of these mortality differentials. Some 

authors assume that health inequalities arise prior to differences in SES and that 

especially in later working ages the health status translates into SES via the ability to 

work (Smith 1999). Smith (2003 and 2004) finds that in pre-retirement ages new health 

events have a strong negative impact on income and wealth. In the following, we will 

leave this question aside and assume, based on the majority of research findings, that the 

main direction of causality especially in old ages goes from SES to health and that the 

notion of "SES impact on health and mortality" is thus generally justified (Fox et al. 

1985, Goldman 2001). The concrete pathway of this impact will be further illustrated 

below. 
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While socioeconomic differences in health and mortality are well established by 

research findings, it is unclear whether these differences are stable across the life course 

or whether they decrease in old age. The latter is the most common finding made by 

researchers and has been explained using the following arguments: 

 

1. Aging works as a leveler of social differences because biological processes 

assume dominance over social determinants and eventually everybody must die, 

regardless of social class (Liang et al. 2002:295). 

2. The welfare state reduces socioeconomic differences in old age through benefits 

and social policy. 

3. The impact of past experiences that are responsible for health differences, e.g. 

working conditions, fades out at old age. 

4. The observed mortality differences get smaller in old age but only on the 

aggregate level because the surviving population is more homogeneous due to 

selective mortality and unobserved heterogeneity. 

 

The last argument means that the impact of SES on mortality on the individual level can 

be stable or even increases with age. This opposite result is based on the following 

assumptions: 

 

5. The impact of past unhealthy experiences, e.g. unhealthy working conditions and 

smoking, is postponed to older ages. 

6. Past experiences, e.g. education, accumulate and may interact with other factors, 

e.g. economic and social capital. The health outcome of this accumulation is 

incorporated into the "health stock". 

7. Vulnerability increases in old age and makes differential exposures more 

harmful (House et al. 1994:221). 

 

For a discussion of arguments 2 to 6, see Ross and Wu (1996:107). For a more detailed 

elaboration of the cumulative advantage/disadvantage theory, see Crystal and Shea 

(1990), O’Rand (1996) and Dannefer (2003). As stated above, most research finds 

decreasing socioeconomic mortality differences with rising age (see e.g. Liang et al. 
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2002 and Marmot/Shipley 1996). But only few researchers have addressed this question 

in detail, some having attempted to identify a possible bias because of mortality 

selection and other problems of the measurement of mortality differences across 

different ages. House et al. (1994) find generally converging mortality differences but, 

depending on the indicator for SES, also an inconsistent pattern in the age trajectory of 

mortality differences. They stress the possibility that mortality selection causes 

convergence. After applying a method to account for a sample selection bias, Beckett 

(2000) concludes that the observed convergence is not biased by mortality selection. 

Ferraro and Farmer (1996), by contrast, show that mortality selection biases the 

measurement of gender and racial health differences. Ross and Wu (1996) reveal 

diverging health differences with increasing age; Fox et al. (1985) show similar social 

mortality differences below and above age 75. Otterblad Olausson (1991) finds 

divergence for women and convergence for men in Sweden, which is similar to the 

recent results by Huisman et al. (2004), who show in an international comparison that 

relative mortality differences by education and housing tenure did not decline with age 

for women in some countries. 

The aim of this paper is to gain deeper insight into the age pattern of socioeconomic 

mortality differences, to find possible reasons for such an interaction with age and also 

for the inconsistent previous research results on this topic. 

The theoretical background of this research is the question whether the interplay 

between social and biological factors in determining health and mortality of an 

individual is changing over the life course or not. Another related question is how we 

can understand social inequality in old age. Health may become so important for the 

living conditions and quality of life that it becomes an important aspect of social 

inequality. Our study aims at finding out whether the impact of SES decreases with age 

or not and to what extent the connection between SES and mortality is mediated by the 

health status. 

To motivate the choice of variables and models in the empirical part of this paper, we 

will give an overview of possible causal pathways from SES to mortality. According to 

the majority of studies, material factors are responsible for a large part of socioeconomic 

mortality differences (e.g. Schrijvers et al. 1999). Money can buy healthy food, good 

housing, better medical treatment, and other goods that are directly or indirectly relevant 
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to maintaining a good health status. Education is important to get knowledge about 

health risks and healthy behavior and in providing cognitive skills for dealing with 

complex information such as the association of behavior on one’s personal health and 

the structures of the health care system. Social capital is helpful when a person needs 

information, connections, and emotional and practical help. 

Stress and behavior are factors that are on an intermediate level between SES and 

mortality. Stress is likely to be higher and health behavior is poorer in lower status 

groups. Finally, on the societal level the health care system is an important factor that 

has an influence on whether a low status can cause poor health and higher mortality or 

not (Kunst 1997). 

 

 

2. Data and Variables 

 

2.1. USA 

 

The US data come from the Health and Retirement Study (HRS) and the study of Assets 

and Health Dynamics among the oldest old (AHEAD). These are two representative 

studies conducted by the Institute of Social Research (ISR), University of Michigan, that 

were started separately in 1992 and 1993 respectively and then combined in 1998 with a 

follow-up every second year (Soldo et al. 1997). Since HRS focuses on retirement ages 

and AHEAD on ages of 70+, we merged them with the help of some data sets prepared 

by RAND (for information see http://hrsonline.isr.umich.edu). 

This resulted in a sample of 9376 persons born before 1934 (aged 59 to 107) surveyed 

from 1992 to 2000, with 2608 deaths during observation. We excluded black persons 

from the analysis. Institutionalized persons were already excluded in the original 

baseline sample but surveyed in the institution during the follow up interviews. This 

may cause a bias. For example, single persons, persons with poor health, and women are 

more likely to be in a nursery home and thus they are more likely to be underrepresented 

in the sample (Grundy and Sloggett 2003:936). Huisman et al. (2003) tested this bias 

and found that samples that exclude institutionalized persons underestimate 

socioeconomic health differences in older ages. But the HRS sample only excludes them 



 7 

at baseline but follows them in the institutions. Thus, from wave to wave the percentage 

of people living in a nursery home comes closer to the percentage in the US population 

until for the HRS wave of the year 2000 the differences are negligible. It is unlikely that 

our results are biased substantially by this slight under-representation. 

 

The variables allow a detailed and time varying measurement of SES, health status, and 

some control variables. Except for education, parents’ mean age at death, and having 

children, all variables in the following list are time varying ones. 

 

Education is measured in years of education (levels: 0-7, 8-15, 16+). 

Wealth includes all assets of the household in which the person lives (bank account, real 

estate, shareholdings etc.) and is measured on three levels: lowest quartile, second 

lowest quartile, and above median wealth. 

Income is the net annual household income divided by a weighted number of persons 

living in the household (net equivalent income). The weight is 1 for the first 

person and 0.7 for all other persons in the household. Like wealth, income is 

measured on three levels: lowest quartile, second lowest quartile, and above 

median income. 

Parents’ mean age at death is the mean age at death of both parents (levels: -75, 76+). 

Under certain conditions, it captures the genetic constitution that is transferred 

from the parents to their children; see section 4.1. 

Children is an indicator for any own children (levels: yes, no). This variable measures 

one aspect of social capital, namely if it is possible that a child looks after the old 

person, but it can not be treated as a social status variable. This is because it 

measures many different things. For example, having numerous children is an 

indicator of low social status and may be the cause for higher mortality whereas 

having no children may be the consequence of bad health (Doblhammer 2000). 

Labor force status. This variable differentiates between working, being retired/disabled 

and not being in the labor force. While the labor force status is to a large extent a 

function of age and health (which we control for by using other variables), it 

additionally captures information on social status and every-day life - information 

that is predicting mortality. 
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Marital status is not a social status measure in a strict sense, but it is related to SES. 

Firstly, marital status depends partly on social status, e.g. persons with a low 

social status are more likely to live alone. Secondly, marital status has a high 

impact on the social status in the sense that divorce or widowhood is often 

followed by a loss of economic and/or social capital. Moreover, marital status has 

an influence on health and mortality independent of SES. In this analysis, we 

combine divorced with never married persons because they both are very small 

groups that show a similar level of mortality. 

Health behavior is an additive index focusing on three items that have shown to be 

important correlates of health: 1. physical activity (the persons were asked if they 

engage in strong physical activity once a week or more), 2. ex-smoker, 3. current 

smoker (the respondants were asked if they consider themselves being an ex-

smoker or smoker). From the resulting four different categories of this score (-1 to 

2), the last two (with the worst health behavior) have been collapsed into one 

category because both of them were small.  

Self-rated health. The question on self-rated health is asked in the traditional way, with 

five categories of answers provided. To limit the overall number of categories we 

merged the first two categories "excellent" and "very good", because their 

meanings differ only slightly. 

Objective health is another index that includes 1. being in a hospital for more than 10 

days per year, 2. limitations in activities of daily living (ADL), 3. body mass index 

(BMI) at baseline < 21.4 for men and < 19.5 for women (=lowest decile), and 4. 

loss of weight of more than 10 per cent between two waves (= two years). 

 

Some variables have been tested in previous models and then skipped because they did 

not show significant results after controlling for other variables. The omitted variables 

are: occupational group, parents’ education, church attendance, children living nearby, 

drinking alcohol, high BMI, and a 10 per cent gain in body weight.  
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2.2. Denmark 

 

The Danish data are register data from the Danish Demographic Database, which has 

been created in 2000. It is maintained by Statistics Denmark, the central statistical office 

of Denmark (www.dst.dk), and the Danish Center for Demographic Research. It 

combines data from different registers that exist from 1980 onwards. Registers cover the 

entire Danish population, providing annual information. The information from these 

different sources can be linked by an individual person identification number. Our 

dataset includes 1.090.897 women and 938.427 men, thus a total of 2.029.324 persons 

aged 59 years or older. They are observed from 1980 to 2002. This means that the birth 

cohorts 1874 to 1933 are followed over 23 years, and the cohorts from 1934 to 1941 for 

a shorter period (starting from the lower horizontal line of a Lexis-diagram). 

The variables are similar to the variables in the HRS dataset. The use of a category for 

"not known" for most of the variables follows the principle that it is better to have such 

a category in a model than to drop all persons where only some information is missing. 

Generally, the register data have a very low percentage of missing data. Where missing 

data could be imputed without strong assumptions, e.g. when income is missing only for 

some years, this has been done. The measurement and treatment of missing values and 

other exceptions is as follows (for all levels of all variables, see Table 2): 

 

Education is measured in years of schooling (levels: -7,-8,-9,-10, and 11+). The variable 

for education is problematic because it is only available for persons born after 

1920. As a consequence, there is no information about education for persons 

above age 82. The information was collected for all persons in the last Danish 

census in 1970 and later considered to be unreliable for persons above age 50 at 

the time of the census. These persons are coded as education not known, thus 

mainly old persons are included in this category. Tests with models without 

education and models restricted to persons younger than age 83 show that the 

information systematically missing for education does neither change the results 

for the other variables nor for the other analytical steps in our study. This is 

mainly because education has no high importance as a social predictor for 
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mortality. Thus, it would not be justified to exclude older persons from the 

analysis. 

Wealth includes all assets of the household in which the person lives (bank account, real 

estate etc.) and is measured on four levels representing the four wealth quartiles. 

Shareholdings are included in the measurement of wealth since 1995. 

Income is the individual gross annual income. It is measured in six categories based on 

percentiles that are made for every year from 1980 to 2002. 

Children is an indicator that, unlike in the HRS data, means not only that the persons 

have children of their own but also that they are currently living in the household 

(levels: yes, no). 

Source of main income in the Danish data is comparable to Labor force status in the US 

data. This variable shows whether the persons surveyed receive the main part of 

their income from a normal pension, an early retirement pension, normal wages or 

salaries, income from a business of their own, or from transfer income (e.g. 

unemployment or sickness benefits). 

Marital status is measured in the traditional four categories: married, divorced, 

widowed, and never married. 

Days in hospital is the only health measure that we obtained from the Danish register 

system. Even if, compared to the detailed information about different aspects of 

health in the US data, this variable can only be an approximation, it shows 

surprisingly similar results. Thus, the analysis that uses health as a variable will be 

repeated for Denmark; this in order to compare the results with the US results, but 

in other cases the health analysis will be limited to the US. The variable measures 

the days spent in hospital in one year on six levels. 

Occupation was excluded in the analysis of the US data mainly because of the need to 

limit the number of variables and categories due to insufficient sample size. For 

the Danish data, there is no such need; thus the impact of occupation on mortality 

is shown in some models. But to keep the analysis for the two countries 

comparable it is excluded in other models. Occupation is measured in the classical 

categories based on the distinction between skilled and unskilled on the one side, 

and manual and non-manual on the other (see Table 2). 
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Type of dwelling provides a distinction between different types of housing that may have 

an impact on health and mortality beyond the overall living standard. It also 

provides some information about the degree of urbanization. A single house with 

garden is the typical suburban type of dwelling that most elderly people in 

Denmark live in. An apartment is typical for larger cities whereas country house 

stands for a rural area. Inhabitants of nursery homes which have high mortality are 

placed in the category shared dwelling. But since not exclusively this group of 

persons is in this category, a further interpretation of this group is not possible. 

Square meters is the size of the dwelling per person, i.e. divided by the number of 

persons living in the dwelling. 

 

For both countries, age is controlled for by using four age groups (59-69, 70-79, 80-89, 

90+) for a piecewise constant baseline or, as in other models, by using a Gompertz-

shaped baseline risk. Sex is controlled for by running separate models for each sex. We 

also checked and found that period or cohort effects do not bias the presented results. In 

many parts of this paper, we only show results for men; this in order to reduce the 

amount of figures and aspects to consider in this paper. 

 

 

3. Methods 

 

3.1. General Method 

 

We apply an event-history-analysis with a model for the force of mortality. This 

includes a baseline for the basic time variable age that is Gompertzian or it is piecewise 

constant in all models that include an interaction with age. The results shown are 

computed with STATA 8. The baseline for age covers the age range from 59 to 107 (to 

111 in Denmark) whereas the observation period is only 8 years, namely from 1992 to 

2000 (23 years in Denmark, from 1980 to 2002). Thus, the cohorts are not real cohorts 

but partly synthetic ones in the sense that in spite of the longitudinal data, not all 

individuals are really observed from age 59 to death. 
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The analysis of selective mortality is limited by the fact that only persons who survived 

until age 59 are included in the study. Persons who entered the study after age 59 are 

left-truncated, i.e. we only consider the period at risk after the respondents have entered 

the sample. STATA allows taking into account left-truncated cases by distinguishing 

between "time under risk" and "time under observation". Here "time under risk" starts at 

age 59 for all persons and "time under observation" starts at the individual age of entry. 

STATA computes the individual probability that a person survives from age 59 to the 

age of entry based on the known characteristics of this persons and other persons who 

are observed from age 59 onwards.    

Different models are used in different steps to draw conclusions about the causal 

relationships between the predictor variables and their impact on mortality. Basically, 

relative mortality rates are computed using different interactions and a term for 

unobserved heterogeneity. The general formula for the model is: 
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where y(x) is the baseline hazard that depends on age, X is a matrix of time constant 

variables and W denotes a matrix of time-varying variables that depend on age. The 

fourth term represents an interaction between a time constant and time varying variable, 

A and B, where I is an indicator that equals 1 for one specific combination of the levels 

of the two variables and that equals 0 otherwise. U stands for a heterogeneity term that 

is assumed to measure an individually constant frailty that is gamma distributed in the 

sample. 

 

 

3.2. Method to Control for Unobserved Heterogeneity 

 

Statistical packages like STATA account for left truncation in the way described in the 

former section and it is possible to include the term U for unobserved heterogeneity in 

the model. But to fully explore the selection hypothesis, we need to account somehow 
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for a longitudinal perspective, i.e. we need to make assumptions on past mortality 

experienced differently by the social subgroups of the cohorts included in the 

observation period. This is necessary to correct for systematic difference in the decrease 

of average frailty over age between social groups or generally between groups with 

different mortality. According to the basic idea of an individually constant frailty, 

average frailty in a population decreases with age because individuals with high frailty 

die earlier. This decrease is faster in low SES groups because mortality is higher. The 

resulting difference in the average frailty between SES groups in high age biases the 

usual measurement of mortality differences. This can be seen in many studies revealing 

a mortality cross over in high ages between smokers and non-smokers or black and 

white persons (Nam 1995). The crossover probably does occur not because smoking 

becomes healthy in high age but because very old smokers are selected and have low 

frailty. 

We try to correct for these different frailty changes in a way that is superior to what e.g. 

STATA or aML can do: Based on the proportional-hazards model, Vaupel et al. (1979) 

showed that 

 

)()()( xxzx µµ =      (2), 

where 

2

)()(
σ

xsxz =      (3), 

 

where )( xz is the average frailty of those alive at age x, s is the observed survivorship 

function and 2σ is the degree of heterogeneity, namely the variance of the frailty 

distribution which we assume to be gamma distributed with a mean of 1. 

We apply the following method only to the Danish data because here we have more 

cases and a longer observation period than for the USA. We simplify the data by 

dividing the population into poor and rich people, i.e. the lowest income quartile and the 

rest. For each group we calculate the survivorship and the mortality hazard in the lexis-

trapezoid a) in Figure 1 directly from the data. First, we tried to estimate the average 

frailty for these two social groups in this trapezoid with a model like equation (1) 

without interactions. Unfortunately, these estimations were not successful. Either the 
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models did not converge or the results for 2σ  had such large confidence intervals that 

even with several hundred of thousands of cases the measurement of heterogeneity was 

unreliable. Our estimated values from many different attempts range from 0.01 to 0.2. 

This is in the order of magnitude where other people have found heterogeneity. We 

found corresponding results from different studies with different approaches, ranging 

from 0.1 to 0.5 (Manton, Stallard and Vaupel 1986; Horiuchi and Wilmoth 1998; 

Caselli, Vaupel and Yashin 2000; Barbi 2003). We think that theoretical and empirical 

evidence for the existence of such heterogeneity is strong enough to assume a value for 

2σ  and impose it on the data. This allows us to compute )( xz in equation (3) and 

then )(xµ  in equation (2) above, which represents a hazard net of the impact of frailty. 

We do the same for the next ten years of age but multiply the frailty from the second age 

group by the frailty from the first step: 

 

)10()10()()10( ++=+ xxzxzx µµ    (4). 

 

We repeat this calculation for the third and the fourth age group and each time we 

multiply all the values for the frailty from the younger age groups. The assumption is 

that the divergence of frailties occurring from ages 60 to 70 because of different 

selective forces in different SES groups is the same as the process happening to the 

persons in lexis trapezoid b) in Figure 1 before we started to observe them. Following 

the Gamma-Model, we use the same values for the heterogeneity as to different age 

groups even if this may be a simplistic assumption given our theoretical understanding 

that heterogeneity decreases with age by selective mortality. The logic of our approach 

is analogous to a synthetic cohort and allows us to reconstruct the differential change of 

frailties in different social groups over the whole age range of the sample. Our approach 

is able to reveal corrected and thus higher social mortality differences at high ages. 
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Figure 1: Lexis Diagram 
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4. Results 

 

4.1. Main Effect Models 

 

Table 1 shows the relative risks of dying for the USA. The underlying models are 

without interactions and separate for men and women. The gompertz-shaped baseline 

for the absolute risk is not shown. The baseline risk roughly doubles with every ten 

years of age. 

Model 1 contains the univariate results of each variable separately. All variables show 

the expected association with mortality and all of them are significant, except marital 

status for women and having children for men. Surprisingly, men with 8 to 15 years of 

education do not have a significantly lower mortality compared to those with 0 to 7 

years of education. 
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Table 1: Event history model for mortality, USA 

MODEL 1 MODEL 2 MODEL 3 

male female male female male female 

parents' age at -75 1 1 1 1 

76+ 0.86 *** 0.77 *** 0.92 0.87 ** 

education 0-7 1 1 1 1 1 1 

8-15 0.94 0.78 *** 1.20 ** 0.92 1.37 *** 1.03 

16+ 0.59 *** 0.63 (***) 0.99 0.86 1.31 (**) 0.94 

children no 1 1 1 1 1 1 

yes 0.93 0.83 ** 0.98 0.85 ** 0.99 0.87 * 

labor force status work 1 1 1 1 1 1 

retired/disabled 2.48 *** 3.36 *** 2.24 *** 3.02 *** 1.54 *** 2.17 *** 

not in labforce 3.17 *** 1.83 *** 2.54 *** 1.63 ** 1.97 ** 1.20 

marital status married 1 1 1 1 1 1 

widowed 1.05 1.10 0.95 0.90 1.01 0.91 

divorced/never  1.46 *** 1.17 1.25 ** 0.80 * 1.22 * 0.77 ** 

wealth  (percentiles) 0-25 1 1 1 1 1 1 

25-50 0.88 * 0.71 *** 0.92 0.78 *** 1.05 0.91 

50-100 0.54 *** 0.57 (***) 0.65 *** 0.72 (***) 0.87 (*) 0.90 

income  (percentiles) 0-25 1 1 1 1 1 1 

25-50 0.75 *** 0.60 *** 0.86 ** 0.67 *** 0.95 0.75 *** 

50-100 0.52 *** 0.54 (***) 0.72 (***) 0.65 (***) 0.82 (**) 0.74 (***) 

health behavior good 1 1 1 1 
(active, ex-smoker, 

smoker) 
fair 2.21 *** 3.34 *** 1.73 *** 2.40 *** 

poor 4.38 *** 4.62 (***) 2.78 (***) 2.95 (***) 

self rated health excel/very good 1 1 1 1 

good 1.58 *** 1.65 *** 1.32 *** 1.44 *** 

fair 2.60 *** 2.68 *** 1.85 (***) 1.92 (***) 

poor 6.11 *** 4.52 *** 3.38 *** 2.6 (***) 

objective health excel/very good 1 1 1 1 
(Hospital, adl, 

thin, weight loss)  
good 2.08 *** 1.76 *** 1.36 *** 1.22 *** 

fair 3.56 (***) 3.43 *** 1.74 (***) 1.98 *** 

poor 5.03 (***) 4.77 (***) 2.27 (***) 2.39 (***) 

death 

 
* : p<0.1 ** : p<0.05 *** : p<0.001 

Stars in brackets mean that the parameter value is significantly different from 1 but not from the previous 

variable level. 

 

In Model 2, all variables that directly or indirectly describe SES are included 

simultaneously whereas health variables are excluded. Naturally, the mortality 

differences between the levels of most of the variables get smaller than in Model 1 but, 

for example, income and wealth still have an independent significant impact on 

mortality. We see that when wealth and income are controlled for, higher education no 

longer has a positive separate impact. Men with an intermediate level of education even 

have significantly higher mortality than lowly educated men (see discussion below). 

Having children reduces mortality for women but not for men. Further, the retired, the 
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disabled, and persons who are not in the labor force have a higher mortality than those 

who are working. 

Widows do not display a mortality that is significantly different from married persons. 

Men who are divorced or who have never married have a higher mortality whereas 

women in the same group have a lower one. Interestingly, the relative mortality risk of 

divorced or never married women turned from an insignificantly higher mortality 

according to the univariate results of Model 1 to a significantly lower mortality risk in 

Model 2. Finally, income and wealth both have a strong diminishing impact on 

mortality. 

One intermediate step between Models 2 and 3 is not shown here: it adds only health 

behavior to the SES variables and shows that the measured items of health behavior 

(physical activity, being an ex-smoker, and being a smoker) changes the coefficients 

only slightly and do not remove the significance of any socioeconomic variables. This 

means that socioeconomic mortality differences to a large extent can not be explained 

by physical activity or smoking. 

Model 3 is the full model, where the three health variables and also parents’ mean age at 

death are added. Controlling for health means that we see the remaining impact of SES 

on the transition from a given health status to death. This perspective will be developed 

further in section 4.2. where we look at the interaction between SES and health. 

Technically, controlling for health means that we control for an intermediate step in the 

causality chain from SES via health to mortality. This is problematic because of the risk 

of "controlling away" socioeconomic differences, since health is already correlated with 

SES (Martelin 1996:127; Hoover 2003:123). But as one model among others it helps to 

gain insight in the interplay between SES, health and mortality. 

We see that a high parents’ mean age at death significantly reduces the mortality of 

women, and this supports the assumption that common genes in a family contribute to 

longevity. This interpretation is likely to be true, not least because the inclusion of 

parents’ education in the model as an indicator of their social status does not change the 

impact of their age at death (results not shown). Thus, in Model 3 parents’ SES is not a 

common background factor influencing both the parents’ mean age at death and the 

mortality of the respondent. The genetic explanation is less likely if one assumes that 

parental education is not a good indicator for childhood conditions. 
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Table 2: Event history model for mortality, Denmark 

    MODEL 4 MODEL 5 MODEL 6 

  
male female male female male female 

education -7 1 1 1 1 1 1 

  -8 0.99 0.99 1.04 1.01 1.01 0.98 

  -9 0.98 0.91 1.08 0.96 1.04 0.96 

  -10 0.80 0.79 0.98 0.88 0.98 0.91 

  11+ 0.73 0.78 0.92 0.87 0.95 0.93 

  not known 1.11 0.95 1.19 1.04 1.09 0.97 

children No 1 1 1 1 1 1 

  Yes 0.70 0.87 0.72 0.73 0.76 0.76 

main income Pension 1 1 1 1 1 1 

  early pension 1.02 0.99 0.93 0.89 1.11 1.12 

  Wages 0.82 0.82 0.84 0.77 1.08 1.01 

  business income 0.74 0.84 0.82 0.90 0.98 1.04 

  transfer income 1.55 1.51 1.20 1.18 1.22 1.31 

  not known 1.88 2.44 1.06 1.01 1.17 1.14 

marital status Married 1 1 1 1 1 1 

  Divorced 1.51 1.38 1.50 2.46 1.26 1.94 

  Widowed 1.23 1.18 1.33 2.22 1.19 1.88 

  never married 1.34 1.23 1.23 2.16 1.23 1.89 

occupation unskilled manual 1 1         

  Helper 0.97 0.75         

  skilled manual 0.95 0.91         

  non manual 0.79 0.82         

  self employed 0.80 0.87         

  not known 1.08 0.97         

wealth (percentiles) 0-25 1 1 1 1 1 1 

  25-50 1.08 0.98 1.03 0.97 0.96 0.95 

  50-75 0.96 0.89 1.09 1.05 1.06 1.06 

  75-100 0.77 0.76 1.04 1.09 1.08 1.15 

  not known 1.29 2.73 1.19 2.25 1.17 1.99 

income (percentiles) 0-10 1 1 1 1 1 1 

  10-25 0.59 0.64 0.64 0.69 0.62 0.63 

  25-50 0.33 0.32 0.32 0.26 0.36 0.28 

  50-75 0.36 0.39 0.36 0.31 0.41 0.32 

  75-90 0.32 0.36 0.33 0.28 0.38 0.28 

  90-100 0.25 0.32 0.28 0.23 0.32 0.24 

  not known 11.26 13.69 9.15 5.60 3.02 2.40 

days in hospital 0-3 1 1     1 1 

  4-7 3.00 2.76     2.97 2.81 

  8-14 3.71 3.22     3.63 3.28 

  15-30 6.47 5.11     6.21 5.16 

  31-61 13.24 9.75     12.05 9.35 

  62- 28.68 22.11     23.50 17.63 

dwelling single house 1 1         

  Apartment 1.34 1.21         

  terraced house 1.26 1.24         

  country house 0.88 0.97         

  shared dwelling 2.47 2.76         

  other/not known 7.23 8.57         

square meters 0-29 1 1         

  30-59 0.79 0.68         

  60-79 0.72 0.61         

  80+ 0.65 0.53         

  not known 4.22 7.54         

 

Table 2 presents the relative risks of dying for Denmark in the same way as Table 1 did 

for the USA. We do not display the level of statistical significance here because with 
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about one million cases for each sex virtually all differences are significant even if there 

are many more variables and variable levels than for the US. As in Table 1 the model on 

the left (Model 4) shows the univariate results for each variable separately. As to 

education, we do not see many differences in mortality between the lower educated 

groups. Those with 11 or more years of schooling have a mortality that is about 25 

percent lower than for those with up to 7 years. Having children in the household seems 

to be more beneficial to men than to women, maybe because elderly men receive help 

from their children more so than elderly women. The variable source of income reveals, 

as expected, that those who still work have a lower mortality, but this difference 

disappears when health is controlled for, as in Model 6. Getting transfer income is 

combined with higher mortality but this disadvantage also gets smaller when health is 

controlled for. Marital status shows the normal pattern: married persons have the lowest 

mortality, followed by widowed persons for whom living without a partner seems to be 

less dangerous than for never married persons and especially for the divorced, which 

have the highest mortality because their single status is associated with a greater number 

of personal problems and an abrupt decline of the social network. As to occupation, we 

see declining mortality for the higher occupational status. The group of male helpers is 

with 0.06 percent of all men negligibly small and does not have as significant a 

mortality advantage as female helpers compared to the reference category of unskilled 

manual workers. 

The wealth quartiles show a lower mortality only for the wealthiest quartile, in contrast 

to the US results where already the second quartile has a lower mortality than the 

poorest. The opposite is true for income: here, one has to look at the lower end of 

income distribution to find significant mortality differences, from the 25th percentile 

upwards there are no longer any large mortality differences. This is also different to the 

US where, at least for men, mortality differences are still large between the second 

quartile and the persons above the median. The interpretation is that because in 

Denmark the income level is high and more equally distributed than in the USA, there is 

a smaller fraction of persons, about 25 percent, that has financial problems serious 

enough to affect health and mortality, especially because medical services in Denmark 

rely less on individual income than on services provided by the state. The variable for 
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days spent in hospital shows a very steep mortality gradient where even within the 

period of one week there are extreme mortality differences. 

Compared to the reference category for dwelling, that is "single house with garden", 

those living in an apartment or a terraced house have a higher mortality. The countryside 

is combined with lower mortality. Shared dwelling is combined with very high 

mortality. As mentioned above, this is probably due to the fact that many nursery home 

residents are in this category. Interestingly, the differences between different kinds of 

dwellings do not change when control variables are added to the model (results not 

shown), thus the differences seem to be caused by the kind of dwelling, really, and not 

just by related differences in social status or health. The opposite is true for the clear 

mortality gradient that exists between different sizes of dwellings: this gradient 

disappears if controlled for social variables. Thus in a univariate model square meters 

are only an indicator for the social status and do not affect health and mortality on their 

own. 

Model 5 includes a number of variables for SES that was also used to analyze the HRS 

data. Some major effects of these control variables on the hazard ratios will be described 

briefly now: The mortality difference of about 25 percent between the highest and 

lowest educated persons in Model 4 reduces to about 10 percent when income and 

wealth are controlled for. Similar to the results for the US, this shows that the univariate 

impact of education on mortality is due to the fact that higher educated persons have 

better jobs and a higher income. When we control for the latter variables, education has 

much less of an own impact on mortality, possibly because people of higher education 

have knowledge and behavior conducive to better health. 

The disadvantage combined with getting transfer income is reduced by more than half if 

financial variables are controlled for and the higher mortality of the persons where the 

main source of income is unknown is also neutralized. In Model 5 we find a surprising 

change of the results for marital status: The disadvantage of all single persons compared 

to married persons has steeply increased after controlling for the financial variables. We 

can not offer a valid explanation for this effect but it is at least a possible and logical 

conclusion from the modeling procedure that in Denmark single women in all three 

groups (divorced, widowed, never married) have a relatively wealthy status, so that they 

only have a mortality about 25 percent higher than that of the married women in Model 
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4. When we now control for income and wealth, this positive effect can not hide their 

real disadvantage any longer, the latter which appears to be much higher than for men. 

This more than twofold mortality is partly due to a worse health status because in Model 

6, which controls for health, we see this disadvantage declining. The advantage of being 

wealthier disappears if income is controlled for, which means that it is income rather 

than wealth that is important for health and mortality. If wealth does not translate into 

income it may even have a slightly negative impact, since the rate ratios are well above 

1 for the wealthier groups. Finally, it is impressing how robust the hazard ratios for 

income are against the inclusion of control variables: the gradient stays basically the 

same in all three models. 

Model 6 includes days spent in hospital as control for health. It further slightly reduces 

some hazard ratios but has the most significant effect on the hazard ratio of those who 

still work compared to pensioners. In Models 4 and 4 active persons have a lower 

mortality but in Model 6 it turns out that this can be entirely explained by a better health 

status. 

 

 

4.2. Interaction models 

 

To address our central question whether socioeconomic mortality differences are stable 

or declining with increasing age, it is necessary to run interactions between age, i.e. the 

basic time variable of the model, and a variable for SES. In the following analysis, we 

will use income as an indicator for SES. This is because it has the highest separate 

impact on mortality (shown in Tables 1 and 2). The analysis with the other indicators for 

SES (not shown) sometimes show the same and sometimes less consistent results than 

with income but they never reveal very different or opposite patterns. 

Figure 2 shows the mortality for men with interaction between age and income. Note 

that the graph does not show the increase in mortality with age but only the relative 

differences between the three income groups. 
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Figure 2: Male mortality with interaction between age and income 

(USA, based on Model 2, low income = 1) 
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As we saw in Table 1, men with the highest income have a significantly lower mortality. 

The upper bound of the confidence interval for the richest group (red line) for the four 

age groups is 0.84, 0.99, 0.95 and 1.16. The confidence interval for the oldest group is 

wider because of low case numbers in this group. Those with a middle income also 

display a lower mortality, but this is not significant at the 5 per cent level. Far from 

significant in this graph are the fluctuations of differences over age groups. This 

suggests that mortality differences between income groups are relatively stable over age 

and obviously not declining with increasing age. The level of significance is not 

satisfactory, but the differences in the oldest age group are non-significant because of 

the wide confidence interval due to low case numbers rather than because of a mortality 

convergence in old age.  

Figure 3 repeats Figure 2 (thin lines) and shows the same interaction based on Model 3, 

which controls for the health variables (thick lines). 
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Figure 3: Male mortality with interaction between age and income 

(USA, based on Model 3, health controlled (HC), low income = 1) 
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We see that when we control for health, the lines for middle and higher incomes get 

closer to the reference line. This effect is limited to younger age groups, with the 

consequence that mortality differences between poor and middle/high income groups 

tend to increase with age. But due to the small sample this increase is still far from 

significant. 

The results for the USA reveal a certain pattern over age and an impact of health as a 

control variable on his pattern. But as mentioned already, the significance is not 

satisfactory and will be better for the following results for Denmark. 
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Figure 4: Male mortality with interaction between age and income 

(Denmark, based on Model 5, low income = 1) 
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Figure 5: Male mortality with interaction between age and income 

(Denmark, based on Model 6, health controlled (HC), low income = 1) 

0

0,2

0,4

0,6

0,8

1

1,2

59-69 70-79 80-89 90-99

age

re
la
ti
v
e
 m

o
rt
a
li
ty

0-10%

10-25%

25-50%

50-75%

75-90%

90-100%

 

In contrast to the US, Figure 4 for Denmark shows a convergence of mortality 

differences over age. We observe in both countries the same change when we control for 

health: the mortality differences increase over age (USA, Figure 3) or remain stable over 

age (Denmark, Figure 5). The impact of health decline on social mortality differences 

can be illustrated further by an interaction between health and income. In all models age 

is controlled for. 
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Figure 6: Male mortality with interaction between income and health 

(USA, based on Model 3, low income = 1) 
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Figure 7: Male mortality with interaction between income and health 

(Denmark, based on Model 6, low income = 1) 
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In the Models 3 and 6 we showed that, controlled for health, the impact of SES on 

mortality is smaller. With the interactions in Figures 6 and 7 we can reveal more about 

this relationship. These interactions show that income matters a lot when the person is 

in good health and that it has no impact when the person is in poor health. This means 

that poor health levels socioeconomic mortality differences. In Figure 6 the mortality 

difference between the lowest and the other income groups is only significant (at the 5 

per cent level) when people are in good health (RR: 0.45, CI: 0.32-0.62; RR: 0.69, CI: 

0.47-0.95). 

If the health status is so important for the impact of SES on mortality, then the resulting 

question is whether the health decline with age is equally distributed between social 

groups, enough to result in a leveling of the mortality between social groups. Here, we 

want to use only the HRS data as it has better health information to report three aspects 

of health distribution. First, health declines generally with age: The correlation between 

age and average health during the study is 0.20*** for self-rated health and 0.34*** for 

objective health. The comparison of these numbers shows that there is an adjustment of 

the subjective perception of health that tends to "underestimate" health problems at high 

ages when a comparison to people of the same age shows that health problems are more 

common. But despite the general health decrease with increasing age, health is 

unequally distributed between income groups: Table 2 shows the other two aspects of 

health distribution: first, the average self-rated health status at the beginning of the 

observation and, second, the experience of health deterioration, both by the three income 

groups from above. A transition from good to bad health here means that at the 

beginning of the observation period a person was in either the best or the second best 

category of either self-rated or objective health and has moved down at least two levels 

by the end of observation. 
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Table 3: Distribution and deterioration of health in different income groups by age 

 
age in 1992 n= 

low 

income 

middle 

income 

high 

income 

59-68 3140 58.2 78.4 88.7 

69-78 4114 54.9 74.9 80.6 

Percentage enjoying very 

good health at the 

beginning of observation 
79-102 2122 52.6 69.8 73.3 

59-68 2408 13.1 9.6 6.5 

69-78 2799 18.1 13.7 11.8 
Percentage experiencing 

health deterioration 
79-102 1273 22.6 23.9 19.1 

Pearson's chi-square test has been applied to the original two-way tables (not shown) and the differences 

in the table are significant at the 0.01 per cent level except for the last row (see text). 

 

 

It is difficult to measure how large health differences are and even more so to measure 

how these differences change with age. But it is obvious that even if health generally 

declines with age, people with lower income initially have a lower health status and are 

more likely to experience a health decline. The number of cases for the analysis of 

health decline is smaller than for the analysis of health at onset. This is because only 

healthy persons can be considered for a possible health decline. In the oldest age group 

(last row of the table), healthy persons are especially rare and selected, which may 

explain why the differences are not significant. 

Concerning the question whether socioeconomic mortality differences decline with age 

or not, it is, finally, important to see if the impact of health status on mortality is stable 

across age groups. The Figures 8 and 9 show the interaction between age and health. 
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Figure 8: Male mortality with interaction between age and self-rated health 

(USA, based on Model 3, very good health = 1) 
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Figure 9: Male mortality with interaction between age and days in hospital 

(Denmark, based on Model 6, best health group = 1) 
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The interaction between age and self-rated health reveals that mortality differences 

between health groups are very large in younger age groups (age 59 to 69). In Figure 8, 

where all socioeconomic variables and the other health variables are controlled for, men 

with a poor self-rated health status at this stage have more than a six-fold higher 

mortality than those with very good health (RR=6.6, CI=4.4-9.8). In Denmark (Figure 

9), men who spend 62 days and more in hospital have a 70-fold higher mortality. These 

mortality differences converge very strongly in older age groups. The convergence in 

Figure 8 is not due to self-estimation by the respondents because the same interaction 

based on the objective health measure shows an even stronger convergence (results not 

shown). Note that, naturally, it is possible to represent the interaction in Figures 8 and 9 

in absolute terms. Mortality, then, would increase strongly with age and the distance 

between the lines, i.e. the absolute differences in the mortality risk, would only slightly 

decrease with age. But since we do not focus on the general increase in mortality with 

age, the chosen representation in Figures 8 and 9 is more appropriate. 

So far, the main result with respect to the convergence of socioeconomic mortality 

differences is that these differences are stable across age. However, they converge with 

deteriorating health. But health, in turn, assumes less importance for mortality in old 

age. 

 

 

4.3. Analysis of heterogeneity 

 

The next step is to address the problem of heterogeneity. Unfortunately, the model 

represented by equation (1), which includes the heterogeneity term U, did not show the 

expected results. For the US data, neither aML nor STATA 8 was able to identify 

heterogeneity in the estimation procedure. This is most likely due to the sample size, an 

insufficient observation time, or insufficient variation in time varying variables, and not 

due to the absence of heterogeneity in the sample because even in models with very few 

variables heterogeneity was not found. 

The normal STATA frailty model applied to the Danish data that controls for 

unobserved heterogeneity in the traditional manner converged but only shows a minimal 

impact of mortality selection on the mortality pattern across age, as expected: after 
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controlling for unobserved heterogeneity, socioeconomic mortality differences converge 

less with age. But this change is very small and thus not reported here with the help of 

graphs. 

In the method section we described our reasons for believing that the way STATA 

controls for unobserved heterogeneity and, correspondingly, Figures 2 to 5 

underestimate socioeconomic mortality differences at high ages which results in a 

converging pattern over age that may be entirely due to selection processes and not due 

to a decreasing impact of SES on mortality on the individual level. The results of the 

new method are described in the following. 

To apply our method it was necessary to do a number of simplifications compared to the 

multivariate time-varying measurement of the six different income groups we used in 

the previous models. We computed the average income over time for each person and 

divided the population into a poor group, the poorest income quartile, and a rich group, 

that is, the rest. The alternative (two groups of 50 percent each) would not have been a 

better option because only the poorest 25 percent show higher mortality really. These 

changes in the measurement of SES resulted in a slightly different pattern over age, but 

we see in Figure 10 that with the new simpler measurement mortality differences 

between income groups still converge in higher ages. 

Table 3 contains the necessary information to apply each step of our procedure. From 

the left to the right side of the table we have the survival from the beginning to the end 

of each age range, the hazard rate (deaths divided by exposures), we have the assumed 

degree of heterogeneity 2σ  and the resulting average frailty z . The average frailty 

decreases with increasing age because the individuals with higher frailty die earlier. This 

decrease is steeper in the poor group because mortality is higher. The next column 

contains the corrected hazard, which is the hazard divided by the frailty according to 

equation (2), and for the older age groups it is the hazard divided by the product of the 

frailties of all younger age groups according to equation (4). The column with 

uncorrected rate ratios (RR) just contains the hazard of the rich divided by the hazard of 

the poor for each age group. These numbers can be seen in the graph. Here, the rich 

group becomes the reference category equal to one at all ages. The column with 

corrected RR is the same but based on the corrected hazards. 
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Table 4: Calculation of rate ratios based on an assumed degree of heterogeneity 

  Age Survival Haz. Rate 
2σ  z  corr. Haz. uncorr. RR corr. RR 

Rich: 59-69 0.879 0.00098 0.1 0.987 0.00099 0.655 0.651 

  70-79 0.649 0.00246 0.1 0.958 0.00261 0.646 0.627 

  80-89 0.256 0.00689 0.1 0.873 0.00835 0.708 0.646 

  90-99 0.016 0.01792 0.1 0.661 0.03284 0.777 0.632 

          

Poor: 59-69 0.822 0.00149 0.1 0.981 0.00152 1 1 

  70-79 0.513 0.00381 0.1 0.935 0.00416 1 1 

  80-89 0.140 0.00974 0.1 0.822 0.01292 1 1 

  90-99 0.005 0.02306 0.1 0.589 0.05199 1 1 

 

 

Figure 10 shows the uncorrected RR, the correction that is based on the assumption 

2σ = 0.1 (on which the calculations in Table 3 are based), and another correction based 

on the assumption 2σ = 0.2. 

 

 

 

Figure 10: male mortality with interaction between age and income and 

control for different degrees of heterogeneity (Denmark, poor = 1) 
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We see that even moderate and realistic assumptions about the degree of heterogeneity 

in a population can have an important impact on the age trajectory of social mortality 

differences. 
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5. Discussion 

 

The most important results from the main effect models in Table 1 and Table 2 are that 

income has a higher impact on mortality than education and that marital status works 

differently for men and women. In the following these results will be discussed briefly 

before we address the main question whether socioeconomic mortality differences 

decline with age. Concerning these differences the main result is that they do not decline 

with age but with declining health. Among other factors that we analyzed, unobserved 

heterogeneity seems to have an impact on these changes over age. 

The surprisingly higher mortality for men with an intermediate education that we found 

in the HRS data has been observed also elsewhere (e.g. Liang et al. 2002). It has been 

interpreted as an educational mortality crossover due to selective mortality. An 

alternative explanation is that, holding income constant in the model, higher education 

means that the aforementioned education is not translated into higher income. This 

could be because the person never got a job that matches his educational level or he lost 

the job and experienced downward mobility that may have been health related. This 

interpretation is supported by the fact that the excess mortality for men of intermediate 

education concentrates on the lower income and poorer health groups (results not 

shown). It also suggests that education is not beneficial on its own but only combined 

with higher income (Hoffmann 2005). A possible conclusion is that education as a 

measurement of SES has, besides some advantages, the disadvantage of being too stable 

across the life course. In this regard, it is an advantage of this study that the social status 

has been measured in many dimensions. This is especially important for old age where, 

except for the fact that the occupational status is less important, it is not exactly known 

which dimensions define SES. 

In most parts of this study we concentrated on income as indicator for SES; this because 

a choice for one dimension is necessary for the application and presentation of some 

analytical steps and also because this variable has a much greater influence on mortality 

than all other variables. In fact, for both countries educational mortality differences 

decreased much after financial variables were included in the model whereas mortality 

differences between income and wealth groups are relatively stable (Table 1 and Table 

2).  
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Our conclusion that higher income, as a consequence of higher education, has a much 

stronger direct impact on mortality than education, is different from results by Smith 

(2003 and 2004). He finds that financial variables only have a small impact on the onset 

of diseases, whereas education is important for new health events. We see three possible 

explanations for these inconsistent findings: first, the differences between pre-retirement 

and retirement ages (Smith 2003:22). Second, since our multivariate analysis 

concentrated on the event of death it can not be excluded that there are differences 

between the predictors of health and the predictors of mortality. Third, there may be 

differences between the predictors of the onset of diseases and the predictors of the 

overall health status. There are reasons to believe that controlling for baseline health 

status hides the influence of SES on mortality (Hoover 2003:123; Martelin 1996:127).  

The surprising result that single US women have fewer disadvantages than men and 

single Danish women have more disadvantages than men needs further investigation 

and can not be addressed in this study. The finding that divorced or never married 

women have lower mortality than married women if and only if we control for income 

and wealth (Model 2) may be due to an under-representation of institutionalized 

divorced or never married unhealthy women in the sample but it is more likely to show 

a real disadvantage of married women. The scope of our study does not allow for a 

detailed analysis of the reasons. But the fact that the sex difference emerges only after 

controlling for income and wealth may indicate that married women profit from higher 

material resources. Besides, they do not have an advantage or may even have a 

disadvantage when being married net of the other factors in our analysis. Grundy and 

Slogett (2003) argued that women experience fewer disadvantages of being single than 

men because they engage in unhealthy behavior in such situations to a smaller extent 

(Johnson et al. 2000) and are more likely to complement their singlehood with social 

networks (Goldman et al. 1995). In addition, they may even suffer in a marriage where 

they are likely to be the younger and healthier partner whose role it is to care for the ill 

spouse (Beckett et al. 2002). 

The results for our main question of converging socioeconomic mortality differences 

will be discussed now in the order they confirm or contradict arguments 1 to 7 in the 

introduction. Even before controlling for heterogeneity, which will be discussed later, 

we find that socioeconomic mortality differences are stable across age groups and that 
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instead of increasing age, poor health is the equalizer for social mortality differences. 

We are able to make a distinction between increasing age and health deterioration by 

controlling for health in Figures 3 and 5 and by the interaction between health and 

income in Figures 6 and 7. Our interpretation is a universal shift from social to 

biological determinants of mortality takes place when health decreases (argument 1). 

This does not mean, however, that social inequalities no longer exist after health has 

become poor. It rather raises the questions as to what extent health differences are 

caused by SES and whether social inequality at old age is incorporated in a more or less 

severe health decline and that therefore there is no longer social inequality in the 

transition from poor health to death. Thus, the question of social inequality in health is 

analogous to and becomes part of the question of social inequality in mortality.  

Research findings reveal clear socioeconomic health differences at old age (Breeze 

2000; Huisman et al. 2003). The question of convergence or divergence with age is as 

unclear for health differences as it is for mortality differences. Ross and Wu (1996) find 

that health differences increase up to age 90. In our study we can only make an attempt 

to analyze health differences which reveals increasing health differences because from 

already unequally distributed health at onset, the rate for health deterioration is also 

higher for low income groups (Table 3). 

Our finding that money matters less in poor health also helps to reject the assumption 

that money is of major importance to people in bad health to get good treatment to 

prevent them from dying. It is more convincing to think of social mortality differences 

as a process that already starts with social differences in health. Concerning the 

converging impact of declining health on mortality differences: the theoretically simple 

scenario that a socially mixed sample will experience a simultaneous health decline that 

would level social differences in mortality will practically never happen. The health 

decline of upper class persons will either be delayed, start on a higher health level or 

will be slower. Therefore, it is difficult to say if the potentially leveling impact of health 

decline is actually effective. This is because poor health is likely to be to a large extent 

the result of low SES and thus it is unequally distributed.  

To conclude on this point we propose that even if it is plausible to assume that 

increasing age is generally combined with worsening health it is worth to keep these two 
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dimensions of aging separate for analytical purposes. This is because age increases for 

everyone but health decline is very different for different social groups. 

The convergence of socioeconomic mortality differences with worsening health but not 

with age questions the majority of studies that do not separate age and health decline 

and find socioeconomic mortality differentials that converge with age. The recent study 

by Huisman et al. (2004) is interesting in this regard. The authors have studied 

socioeconomic inequalities in mortality, having used very good data from 11 European 

countries. They have found that mortality differentials decrease with age in most 

countries but that they are stable and also increase in others. We also find a difference 

between the USA and Denmark in the age patterns of social mortality differences 

(Figures 2 and 4). Although the results for the USA are not statistically significant and 

we can not exclude that differences in the measurement between the two countries have 

an impact, it is possible that the social situation for elderly people and the welfare state 

in these two countries is responsible for these differences: Denmark has almost 

universal pension and health insurance coverage whereas in the USA social security for 

the elderly is much less comprehensive, leading to the fact that social inequality among 

the elderly is higher than at younger ages. This means that the second factor mentioned 

in the introduction probably has an influence. 

The third argument and other similar explanations that are based solely on the temporal 

distance to working age or on the numerical age can be ruled out according to our 

findings as we show that increasing age as such, without a health decline, does not lead 

to converging mortality differences. 

The influence of mortality selection and unobserved heterogeneity (argument 4) also 

partly explains the observed convergence of socioeconomic mortality differences at old 

age. Its impact differs between the standard method of controlling for heterogeneity and 

our new method which, for samples with left truncation, reveals a higher impact of 

mortality selection and seems to be superior to the normal inclusion of a term for 

heterogeneity in a statistical package like STATA or aML. 

We can not specifically test the existence of factors 5, 6, and 7 here. They all suggest 

that there are increasing social mortality differences over age. To the extent that we can 

rule out some of the arguments pointing in the opposite direction, we generally suggest 

that there is no convergence of mortality differences and that the impact of SES on 
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mortality on the individual level is stable or increasing. This applies even more so 

because argument 4 (unobserved heterogeneity) seems to explain the convergence. 

As to our method, we do single calculations in single steps to impose the degree of 

heterogeneity that we assume and to keep track of the consequences and changes. This 

implies that there is a drawback, namely that we have to analyze the impact of income 

on mortality in a much simpler way than a model would do, namely time-constant, 

dichotomous and univariate. There is a trade of between observing as much 

heterogeneity as possible by including many variables in sophisticated models on the 

one hand, and keeping the procedure simple to be able to observe the decisive changes 

in unobserved heterogeneity and frailty on the other hand. The first strategy has many 

advantages and we interpret the results. But should our findings from the second 

strategy be valid, we can not say much about changes in socioeconomic mortality 

differences over age without taking into account this very strategy, i.e. without taking 

into account the impact of the systematically different change of frailty over age in 

different social groups. We show that normal modeling is likely to underestimate 

socioeconomic differences at old age and that it reveals a convergence that is an artifact 

of the compositional change over age (Figure 10). So far we can not quantify exactly 

this underestimation, mainly because the measurement of heterogeneity causes some 

statistical, computational, and data related problems, but we hope to contribute to the 

development of better methods that work in this direction. 
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