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1 Introduction

Seasonal mortality fluctuations are a persistent phenomenon in almost every population.
The basic pattern is shaped by the climate as mortality typically peaks in winter and has a
trough late in summer. In our analysis, we focussed on explaining the “seasonality paradox”
as shown in Figure 1. Countries with relatively warm or moderate climate such as Italy,
Portugal, Ireland or the UK experience considerably higher excess winter mortality than
cold regions like Sweden, Norway or Finland. This suggests that not climate but social
and cultural factors shape the actual amplitude in seasonality. In particular we asked the
questions:

Period Is seasonality over period decreasing with the spread of central heating whose lack
is associated in the literature with high levels of winter excess mortality (e.g. Aylin
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et al., 2001; Donaldson and Keatinge, 1997; Eurowinter Group, 1997; Keatinge et al.,
1989; Sakamoto-Momiyama, 1977)?

Age Can we support previous findings (e.g. McDowall, 1981; Nayhé, 1980; Quetelet, 1838;
Rau and Doblhammer, 2003) that suggest an increase of mortality with age?

Region How important is the region where you are living for the trajectory of seasonal
mortality? From cross-country analyses (Grut, 1987; Healy, 2003; McKee, 1989) we
would expect higher seasonality in warm regions of the US than in colder regions.

Education How important are socioeconomic factors which we measured by highest level
of education on seasonal mortality? Previous research is ambivalent. Few studies
argue that lower social groups are disadvantaged (e.g. Donaldson and Keatinge, 2003),

most others found no social gradient (e.g. Lawlor et al., 2002, 2000; Shah and Peacock,
1999).

Figure 1: The Seasonality Paradox: Excess Winter Mortality in Several European Coun-
tries
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2 Data and Methods

2.1 Data

Our analysis uses the “Multiple Cause of Death” Public Use Files for the years 1959-98
published by the “US Centers for Disease Control and Prevention” (CDC). We included
only deaths at ages 50 and higher. The data consists of more than 77. Mio death records.
Each record contains information on the sex, month and year of death, and age at death.
For our present analysis we also extracted state of residence, state of occurence and for the
last 10 years (while it was available) also educational level.

2.2 Methods
2.2.1 Problems of Standard Methods

For our analysis we first tried via simulation studies whether various standard time-series
methods like X-12, STL were able to handle count data with changes in the trend and the
seasonal component in the presence of overdispersion. The results were unsatisfactory as
Figure 2 on page 4 shows. The left column in black displays the data we input into the
various methods. The data which were drawn from a Negative Binomial Distribution to
allow overdispersion in the count data contain a third-order polynomial as a trend and an
increasing seasonal component. As one can easily visually detect none of the methods we
used was able to reflect the input correctly.

!Please see the following literature for an explanation of the used methods: X-12: Bruce and Jurke
(1992); Yaffee (2000); SABL: Cleveland et al. (1981a,b); STL: Cleveland et al. (1990); TRAMO/SEATS:
Maravall (2002); BV4: Nourney (1973, 1975, 1983); Speth (2004).



Figure 2: Seasonal Decomposition of Time Series — Unsatisfactory Results from Standard

Methods
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2.2.2 Model and P-Spline Smoothing

To overcome those methodological problems, we therefore developed the following new
model: We denote the monthly number of deaths (for a specific sex and age-category or

period) by Y;,t = 1,...,T. For analyses by period, T = 480 (= Jan ’59, ..., Dec '98);
for analysis by age, T = 600 (=507 years of age, ..., 9935 years of age). We start by

assuming that the Y; are independently Poisson distributed with a log-link and the mean
e specified as

i = a0+ folt) + 3 { sin ) sin (21—7;[75) T+ £eo5(£) cos (21—7;[75) } (1)

=1

Both the additive trend term (fy(¢)) and the amplitude modulating functions f;(¢) and
fro%(t) are assumed to be smoothly varying functions over time ¢. The most simple seasonal
model would only fit one sine-cosine term (L = 1), by adding more components more com-
plex cyclic patterns could be captured. Model (1) is a varying coefficient model (Hastie and
Tibshirani, 1993) which, as demostrated by Eilers and Marx (2002), can be conveniently
fit by using P-Splines. Each smooth model component is expanded using a moderately
large B-spline basis and smoothness is controlled by penalizing the spline-coefficients by
a difference penalty (Eilers and Marx, 1996). The optimal amount of smoothing can be
determined by minimizing an information criterion, like AIC, over a grid of values for the
smoothing parameter A. For large models with several functions to be smoothed Eilers and
Marx (2002) suggest a multi-dimensional grid-search to determine the optimal compination
of smoothing parameters.

2.2.3 The Impact of Overdispersion

Clearly, there is unobserved heterogeneity in these data. The smooth index is only a
proxy for the actual prevailing weather conditions, and individuals, even for narrow age
categories, have different susceptibility to death. Both features are well known sources of
overdispersion (Barron, 1992; Cameron and Trivedi, 1998). The effect of overdispersion on
smoothing methods can be considerable as depicted in the right column in red of Figure
3 (page 7). In this case, we used similar data as in Figure 2 to test our method. Extra
variation that is not allowed for by the Poisson model is distributed over the smooth model
components leading to serious undersmoothing of the target functions. This phenomenon
corresponds to the similar effect that arises when correlated data are smoothed under
independence assumptions.

2.2.4 Smoothing Parameter Selection

A simple and common extension for overdispersed count data is the Negative Binomial
(NB) distribution (Lawless, 1987), arising from a Gamma-Poisson mixture. For a fixed
value of the variance 72 of the mixing I-distribution (with mean 1), the NB is an expo-
nential family and we thus still operate in the GLM framework. Therefore, for a given
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amount of overdispersion 72, we may determine the values of the smoothing parameters as
in the Poisson case. An optimal procedure though has to determine which portion of the
variation in the data can be attributed to overdispersion and which is due to the structural
components in the model. To resolve this question we propose the following two-stage
strategy.

e Fix a grid of values for the overdispersion parameter, i.e. the variance of the I'-
2

distribution: 72, ..., 7%,.

e For each of these (fixed) values 72 (m = 1,..., M) minimize the AIC to obtain the
optimal smoothing parameters (AT*, ..., A\%%), where C' is the number of components
to be smoothed in (1).

e For these smoothing parameters calculate the Pearson residuals according to the NB
model currently under consideration (i.e. the fixed value 72).
_ Y~ fu ~

. 2 2
Dt = Wy = [y + T, [y
Wy

Using this approach yields results which are displayed in the middle column in Figure
3 on page 7 in green: The trend as well as the seasonal component which is returned
corresponds almost perfectly to our data we have entered which are shown in black in the
left column.
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Figure 3: Simulated Data, “Optimal” Model and a Mis-specified Model
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As an indicator for seasonality we used the amplitude of the seasonal component as
indicated by the bold green line in the right panel of Figure 4 on page 8.

Figure 4: Seasonal Component from Figure 3 and its Amplitude
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3 Results

3.1 Results by Period and Sex

Figure 5 (page 9) shows the change in the amplitude for seasonality in deaths by 10-year-
age-groups for the whole observation period from Janury 1959 until December 1998. The
left panel illustrates results for women, whereas the right panel deals with men. For both
sexes we see the same general trends: the older the people (=the darker the lines), the
higher is the seasonal amplitude. Changes over age will be examined in subsequent parts
of this paper. Right now the focus is on changes over time. What we discover is some sup-
port for Feinstein’s (2002) finding: younger age-groups seem to have a constant or slightly
decreasing trend as indicated by the yellow and red lines — especially for men. People
who died at an age above 80 (blue, brown, and black lines), however, have to suffer from
higher fluctuations in seasonality towards the end of the observation period.

Figure 5: Seasonality of Deaths over Time by Sex and Age-Group
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3.2 Results by Age and Sex

Of prime interest for demographers are not only death patterns for women and men over
time but — maybe even more important — with age. Figure 6 (page 10) gives a first
impression how seasonality in deaths changes with age. The left panel shows seasonality
of deaths for women with four colored solid lines indicating 10-year-calendar periods. The
right panel shows results from the same analysis for men.

The general trend for both sexes shows — as expected — higher seasonality with age.
The increase is far from linear. We could make a distinction for women as well as for men
by grouping the first three decades together (red: 1959-68; green: 1969-78; blue: 1979-88)
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Figure 6: Seasonality of Mortality by Sex and 10-year-calendar period
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and contrast them with the last 10 years (1989-98 in black): until age 80 the increase is
relatively moderate. Then, at the highest ages, seasonality bends sharply upwards. The
black solid line in both panels represents changes with age for the most recent decade in
the analysis (1989-98). One can differentiate three stages: Compared to previous decades,
seasonality is relatively low at age 50 and increases until age 60 where it is roughly on level
terms. Between 60 and 75/80 years seasonality remains relatively constant. After age 80
seasonality in deaths from all causes is increasing and shows higher values than in the past
for the same ages.

3.3 Results by Region, Age, and Sex

Figure 7 shows the development of seasonal mortality by age and region in the US for
women and men for the last observed decade, 1989-1998. The results are rather unex-
pected: previous studies usually indicated that regions with a warm or moderate climate
(e.g. the UK, Ireland, Portugal, Spain, Greece) tend to have higher seasonal fluctuations
in mortality and deaths than colder regions such as Russia, Canada or Scandinavian coun-
tries (Eurowinter Group, 2000; Eurowinter Group, 1997; Grut, 1987; Healy, 2003; McKee,
1989). This has usually been attributed to the fact that people in colder regions have higher
indoor temperatures and avoid exposure to outdoor cold. If those findings could have been
converted to the United States, one would assume that the regions “South Atlantic” and
“East/West South Central”, colored in light blue and brown, respectively, should show
higher seasonality than other regions. According to the “Koéppen Climate Classification”,
all states covered in these two regions belong to the “Humid Subtropical Climate”. Surpris-
ingly, they do not deviate in any way from the other regions in the United States which are
less humid and cooler. This underlines that social and cultural factors are important forces

10



in shaping the seasonal pattern of deaths as climate appears to be negligible. It has to be
mentioned, though, that “region” in the United States is not only correlated with climate
but also with socio-economic status and life expectancy. Residents in New England spent
on average more time in school than women and men in the regions “South Atlantic” or
“South Central”.? At the same time, life expectancy is also lower in those regions (Pickle
et al., 1996). This could suggest also an alternative explanation: there are two opposing
forces which cancel each other out. On the one hand, the regional differences do exist as
in Europe between warm and cold regions. That would imply that the southern states
show higher seasonality than the states in the north-east. On the other hand, this differ-
ential is counteracted by a selection effect. Mortality is higher in the south of the United
States. Due to these higher death rates, frail people tend to die at younger ages than in
the North which should have a rather depressing effect on seasonality. We consider the
first explanation (no regional differences) to be more likely than the balanced outcome of
two opposing forces. If the latter was true, it would require a social gradient by education:
due to a selection effect, people with low education should also show lower amplitudes
in their mortality fluctuations. As will be shown later, a social gradient is observable —
with the opposite direction, though: people with an academic degree have generally lower
seasonality than people with only a few years spent in formal education.

Figure 7: Seasonality of Deaths by Age, Sex and Region, 1989-1998
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3.4 Seasonality by Region & Period

Figure 8 portrays how seasonal death fluctuations have changed over time in various regions
of the United States. For reasons of clarity, only results for the age-group 80-89 years have

2Based on our own calculations using the number of years spent in school of deceased women and men.
The results were similar for all ages above 50 as well as for people being 80 years old.
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been plotted. Due to numerical optimization problems, only six regions were possible
to be displayed for men (missing: “Alaska”, “Mountain” and “East/West South Central”)
and seven for women (missing: “Alaska” and “East/West South Central”). Despite this
unfortunate loss of information, several interesting features can be observed: The decrease
in seasonality discovered in Figure 5 (page 9) did not occur in the US as a whole. Rather
three regions were responsible for this development for women and for men likewise: Middle
Atlantic, South Atlantic and the Midwest. They showed decreasing seasonality for the first
decade observed. All other regions already showed an increase during that period. With
the exception of Hawaii, as indicated by the green line, trends are converging for the
remaining regions since the late 1960s. This suggests that the existing climatic differences
have become less and less relevant over time as social circumstances and living conditions
have become more alike in all regions. Hawaii represents an outlier — especially for women.
One could either argue that seasonality in Hawaii is smaller than in other regions because
of the predominant tropical climate. There, less precautions are required to avoid cold-
related mortality during certain seasons as the temperature varies there less than in other
(climatic) regions of the United States. It could be, however, also a statistical artifact
due to the small number of deaths on Hawaii compared to the other analyzed regions.
This latter hypothesis receives support from the study by Seto et al. (1998). They found
differences between winter and summer mortality from coronary artery disease mortality
of 22%. This shows that seasonal mortality in Hawaii does not differ from the United
States as a whole since we found roughly the same results in a descriptive analysis of
winter /summer differences for cardiovascular diseases (Winter/Summer Ratio 1.206).

Figure 8: Seasonality of Deaths by Region and Sex, 1959-1998
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3.5 Seasonality by Education & Age

Educational level serves as an indicator for socioeconomic status. How this variable affects
seasonal fluctuations in deaths over age for women and men during the period 1989-98
is portrayed in Figure 9. For women and men alike, seasonal fluctuations are the highest
for the category “not stated” given by the dashed black line. Apart from that residual
category, a clear social gradient in seasonal mortality is observable until age 90. The
biggest difference is to be seen between people who have earned a college degree or more
(blue solid line) and who have received no formal education at all (grey solid line). Persons
who belong to the highest educational group have the lowest seasonal amplitude and vice
versa. Again, it is remarkable how little women and men differ from each other in terms of
seasonal fluctuations. The social gradient diminishes with age and vanishes completely for
both sexes at about age 90. The path to convergence is interesting: people with highest
completed education show a relatively steep slope whereas the pattern of people without
any formal education is rather constant over time. One could therefore argue that people
with relatively poor education face seasonal fluctuations in deaths throughout large parts
of their adult lives which highly educated people only have to face at very advanced ages.
Our estimates show that education does not matter for seasonal mortality when people
are 90 years old. It is hard to make any inferences about the last years in our age span
until the 100*® birthday. It seems as if people without any formal education (grey line)
do not become more susceptible to stressful environmental living conditions. Whether a
direct effect or an indirect (compositional) effect or both cause this stationary pattern is
hard to answer. A direct effect would assume that people with low education are so weak
in general that they die regardless of the current season. Contrastingly, a selection effect
is also imaginable: as people with lower education tend to die at younger ages (Valkonen,
1989), only a highly selected subgroup is still alive at ages above 90. It is possible, that
those people are especially strong in withstanding environmental stress during winter. This
latter hypothesis receives further support when the development after age 90 is investigated
for the other educational groups. A social gradient is still observable but the other way
round. However, the ones facing higher seasonal fluctuations are highly educated people
whereas people with less education display smaller seasonal amplitudes. This pattern is
possibly a reflection of a compositional effect as people with higher education are less
selected than people with lower education.
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Figure 9: Seasonality Mortality by Age, Sex and Educational Status, 1989-1998
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